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Presenter
Presentation Notes
The Large Hadron Collider (LHC) at CERN, the European Organization for Nuclear Research near Geneva, is the most advanced research instrument in elementary particle physics: it accelerates and brings into collision intense beams of protons and ions at high energy, to probe the structure of matter and study the forces of nature at the unprecedented scale of TeV per elementary constituent. Exploration of this terra incognita has already led to the discovery of the long-sought Higgs boson in 2012. To guide and focus its rigid beams along the 26.7 km circumference of the accelerator tunnel, the LHC uses more than 1600 high-field superconducting magnets operating in 80 t superfluid helium at 1.9 K, cooled by the largest helium cryogenic system in the world. Eight large 18 kW @ 4.5 K helium cryoplants, complemented by 2.4 kW @ 1.8 K stages, produce refrigeration for the eight 3.3 km long sectors of the machine, deep underground. Cooldown of the 37’500 t cold mass is achieved by vaporization of some 12’000 m3 liquid nitrogen. 21’300 cryogenic sensors monitor the machine, while 4700 analog control loops ensure its cryogenic operation. The lecture recalls the technical stakes and main features of the LHC cryogenic system, presents the outcome of the first operation phase with emphasis on reliability and energy efficiency, and discusses different stages of future upgrade, planned or under study to maximize scientific return from this unique facility. Since this is a CEC plenary talk, I will focus on the cryogenic aspects of the project, but cannot escape recalling some facts about superconductors, magnets and devices to which cryogenics is ancillary.
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2012, a remarkable year for physics 
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CERN, the European Organization for Nuclear Research, and the LHC, its flagship research instrument, were in the limelight in 2012, with the discovery of a Higgs boson. This was of course reflected in scientific journals, but also in the general press, triggering a lot of public interest, which is certainly good for all of us in science.
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“CERN experiments observe particle 
consistent with long-sought Higgs boson” 
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The two large, multi-purpose experiments ATLAS and CMS at the LHC, have observed the characteristic signatures of a Higgs boson decaying along different channels. These rare events had to be extracted from a very large background to provide statistical significance of the observations sufficient to claim discovery (6 sigma).
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The largest scientific instrument in the world… 
27 km in circumference 
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The LHC is installed in a ~27 km circumference tunnel, straddling the Swiss-French border at a depth of about 100 m in the Geneva basin. It is composed of twin synchrotrons accelerating counter-rotating beams of protons or ions, brought in collision at 4 locations around the ring, at the center of 4 large detectors. In the following, we discuss only the two multi-purpose detectors ATLAS and CMS, located at opposite points on the circumference of the machine, which feature large superconducting magnets.
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…serving the community of particle physicists 
11’000 users from around the world 
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CERN and the LHC serve the world community of particle physicists, with some 11’000 users from universities and national labs, mostly in CERN’s twenty Member States, but also from non-member countries. Five non-member countries – of which the USA, which have contributed to the construction of the LHC – have an Observer status in the CERN Council. It is worth noting that the USA have more user physicists at CERN than any of the Member States. 
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The superconducting magnets of ATLAS 

Barrel toroid 
8 coils 25 m x 5 m 
Magnetic field 1 T 
Stored energy 1.1 GJ 

End toroid 
Diameter 11 m 
Magnetic field 1 T 
Stored energy 0.5 GJ 

Central solenoid 
Diameter 2.5 m 
Magnetic field 2 T 
Stored energy 39 MJ 
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The ATLAS detector is equipped with 4 large Nb-Ti superconducting magnets operating at 4.5 K: a «barrel» toroid – the largest in the world pending construction of ITER –, two end toroids, and a central solenoid. 
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The liquid argon calorimeters of ATLAS 

Barrel 

120 t mass, 40 m3 liquid argon 

End cap 

220 t mass, 19 m3 liquid argon 

C. Fabre 
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Cryogenics is also used in ATLAS for cooling the liquid-argon calorimeters, containing some 80 tons of ultra-pure argon. In this type of particle detectors, liquefied noble gases are used both for their ionization properties, and for the mobility of charges enabling to detect and locate the energetic particles which have produced ionization of the fluid.
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Cryogenics for ATLAS argon calorimeters 

Temperature uniformity < 0.3 K 

Temperature stability < 0.02 K 

Argon purity between 0.1 and 0.3 ppm O2 equivalent 

Operation 365/365 C. Fabre 
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The subcooled liquid argon baths of the calorimeters must show very high temperature stability and homogeneity, as well as very high purity. The boil-off is recondensed by liquid nitrogen supplied from a dedicated refrigerator, with storage vessels as back-up to ensure 365/365 operation and containment of the liquid argon inventory.   
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ATLAS cryogenic refrigeration 

He Main Refrigerator  
6 kW @ 4.5 K  

He Shield Refrigerator 
 20 kW 40 - 80 K 

Nitrogen Refrigerator  
20 kW @ 84 K  
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The ATLAS detector has its own, dedicated helium and nitrogen refrigerators, providing operational independence from the accelerator: a main refrigerator of 6 kW at 4.5 K, a shield refrigerator providing 20 kW at 40 to 80 K, and the 20 kW at 84 K nitrogen refrigerator for the liquid argon calorimeters.
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ATLAS cryogenics availability 

97.3 

96.2 

1.2 

0 

0.13% 

0.54% 0.83% 

utilities

cryo

user

1.8% 1.7% 
utilites

cryo

user

0%

20%

40%

60%

80%

100%

2011 2012

utilities

cryo

user

global availability

96.5% 98.5% non  
availability 

J. Bremer 

IEEE/CSC & ESAS SUPERCONDUCTIVITY NEWS FORUM (global edition), July 2013

10 of 56

Presenter
Presentation Notes
This shows the availability of ATLAS cryogenics over the past two years, as well as the sources of non-availability, either coming from the cryogenic system proper, or from problems in the upstream («utilities») or downstream («user») systems. The availability record is excellent.

http://doc.cern.ch/archive/electronic/cern/others/PHO/photo-bul/bul-pho-2007-046_01.jpg


The superconducting solenoïd of CMS 

Operation temperature  4.5 K 
Length     12.5 m 
Diameter     6 m 
Cold mass    225 t 
Magnetic field   4 T 
Stored energy   2.6 GJ  

Indirect-cooled coil, Al stabilized 
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The CMS detector features a large, radiation-thin superconducting solenoid made of aluminium-stabilized Nb-Ti superconducting cable, wound internally inside an aluminium alloy supporting cylinder. The coil-and-cylinder assembly is conduction-cooled from cooling pipes welded at the outer surface of the cylinder.
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CMS cryogenics 

1.5 kW @ 4.5 K helium refrigerator Two-phase thermosyphon cooling 
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The many parallel cooling channels of the solenoid operate in two-phase helium thermosyphon from an expansion vessel located above the magnet. The liquid helium level in the vessel is maintained by a 1.5 kW at 4.5 K dedicated refrigerator.
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CMS cryogenics availability 
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This shows the availability of CMS cryogenics over the past two years, as well as the sources of non-availability, either coming from the cryogenic system proper, or from problems in the upstream («utilities») or downstream («user») systems.
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The Higgs boson completes the Standard Model 
…but does not answer all questions! 

• Does this description of nature remain valid at energies >> 1 TeV? 
• How should it be modified to account for unexplained phenomena 

(matter-antimatter asymmetry, «dark» matter in the universe, 
cosmological inflation, quantum gravity)? 
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The discovery of a Higgs boson nicely completes the Standard Model, a very successful description of matter developed since the 1970s, at the TeV energy level characteristic of subnuclear particles – just like Mendeleiev’s periodic chart is a description of matter at the eV energy level characteristic of atoms and chemistry. However, the Standard Model does not answer all pending questions of astro- and particle physics; the discovery of a Higgs boson therefore marks the beginning of a new research era. 
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Workhorses of discovery: hadron colliders 
Progress in technology helps contain increase in size! 
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The workhorses of discovery in particle physics at the energy frontier are hadron colliders, which have developed in performance over the years through both increase in size and progress of technology, i.e. higher field in the bending and focussing magnets. In this respect, superconductivity has become the key enabling technology for these machines, allowing to contain their increase in diameter and in capital expenditure. 
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Specific power consumption of particle colliders 
Superconductivity and high fields 

allow strong reduction of the power bill! 
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Superconductivity and high-field magnets have another virtue, that of strongly reducing power consumption and thus operating expenditure of the particle colliders, making them economically feasible and acceptable to society. 
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Superfluid helium cooling enhances performance 
of Nb-Ti superconductor  
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In the quest for higher magnetic field, the LHC set the goal of 8 to 10 T, which cannot be reached with the well-known and technically friendly Nb-Ti superconductor (the only material industrially available in quantities of hundreds of tons when the project was launched), when operated in normal saturated helium at 4.2 K. The LHC magnets must operate in superfluid helium at 1.9 K, thus enhancing the performance of Nb-Ti by shifting the critical curve by 3 T towards higher fields and preserving adequate current-carrying capacity in the 8 to 10 T range. 
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View of the LHC in tunnel 

23 km of superconducting magnets 
1232 dipoles, 474 quadrupoles, 7612 correctors 
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The LHC is mainly constituted of strings of superconducting bending magnets arranged in a regular lattice, with « short straight sections » every ~53 m housing superconducting focussing and corrector magnets. The magnets are installed in a continuous cryostat, and electrically and cryogenically connected in series.
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Twin-aperture superconducting dipoles 
Bnom = 8.33 T, Inom = 11850 A 
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This is a cut-away view of one of the 1232, 15-m long main dipole magnets, providing twin apertures with equal and opposite fields for the two beams. The magnet structure (coils, force-retaining collars, magnetic yoke) is housed inside an all-welded austenitic stainless steel cylinder also acting as helium vessel. This assembly constitutes the «cold mass» at the heart of the cryostat, composed of an outer vacuum vessel, intermediate-cooled aluminium thermal shield and multilayer insulation (MLI) blankets.
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Industrial solutions for a 23 km cryostat 
Thermal budget ~ 0.2 W/m @ 1.9 K 

Low heat inleak GFRE support post 

Aluminium extrusion for thermal shield, 
with built-in cooling channel 

Prefabricated MLI blankets around 
thermal shield and cold mass  

1EOrC3-01 – Tuesday 10h30 
Does one need a 4.5 K screen in cryostats of superconducting accelerator devices 
operating in superfluid helium?  
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In view of the high thermodynamic cost of operating at 1.9 K, the heat load at this temperature must be strictly contained, thus requiring an efficient, robust and economical cryostat design with a demanding thermal budget of ~0.2 W/m on the cold mass. Industrial solutions were developed to achieve these goals reproducibly, some of which are illustrated on this slide.
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Cryogenic tests of magnets at CERN 

• On all magnets 
– Mechanical integrity and leaktightness 

after cooldown 
– Electrical integrity after cooldown and 

under helium 
– Integrity of instrumentation and 

protection systems 
– Quench performance at 1.9 K 

• On a sample of the total production 
– Magnetic measurements 

• Transfer function, field quality at 1.9 K 
• Cold-to-warm correlations 
• Geometry and magnetic axes 
• Dynamic effects 
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The magnets were produced by industry and delivered to CERN for integration into their cryostats. Each cryomagnet then underwent cryogenic tests at nominal operating temperature and current in the CERN test station, primarily to verify its mechanical and electrical integrity and quench performance and to clear it for installation in the tunnel. « Cold » magnetic measurements were also performed on a subset of the production to establish and maintain correlations with room-temperature magnetic measurements systematically performed upon reception of the magnets at the industrial manufacturers’ premises. 
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Interconnections in tunnel 

65’000 electrical joints 

Induction-heated soldering 

Ultrasonic welding 

Very low residual resistance 

HV electrical insulation 

40’000 cryogenic junctions 

Orbital TIG welding 

 

Weld quality 

Helium leaktightness 
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Once installed on their final positions in the tunnel, the cryomagnets were electrically and cryogenically connected to each other, to constitute 3 km-long continuous strings. The challenge of ultra-low resistance electrical connections was generally met, except for a few cases around the machine, the worst of which gave rise to the powering incident of September 2008. The verification and consolidation of the electrical connections will be systematically performed in the long shutdown which has started in 2013. As for the cryogenic connections, the very few leaks which occurred were generally detected in time for repair.
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Current leads using HT superconductors 

BSCCO 
2223 
tapes 

Nb-Ti 
wires 

13 kA HTS current lead 

Sum of currents into LHC ~ 1.7 MA, i.e. 
need current leads for 3.4 MA total rating  

Economy ~ 3400 W in liquid helium ~ 
5000 l/h liquid helium 

⇒ capital: save extra cryoplant 

⇒ operation: save ~ 3.2 MW 
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Powering the different magnet circuits with currents up to 13 kA requires to bring a total of 1.7 MA from the room-temperature power converters and cables, into the cryostats. This requires cryogenic current leads, traditionally made of copper conductors cooled by cold helium vapor to limit the residual heat inleak to their low-temperature end. We developed and procured from industry HT superconductor based current leads, reducing the heat inleak into the liquid helium by an order of magnitude with respect to the conventional solution. These current leads are now in routine operation. The savings can be estimated to about 5000 liters per hour of liquid helium, i.e. the production of a large cryoplant.
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Layout of the LHC cryogenic system 

• 5 cryogenic islands 
• 8 cryogenic plants, each serving adjacent sector, interconnected when possible 
• Cryogenic distribution line feeding each sector  
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After discussing superconductors, magnets and cryostats, let us now move to the LHC cryogenic system proper, the layout of which is sketched in this slide. The machine, composed of 8 independent 3.3 km long sectors, is fed from 5 cryogenic « islands » around the circumference, at locations where there are technical areas at ground level and access shafts to the underground. On a standard island are grouped the cryogenic plants and equipment serving the two adjacent sectors, via a compound cryogenic distribution line running in the tunnel along the cryomagnets. This configuration enables partial redundancy by allowing each cryoplant to serve, via an interconnection box, either adjacent sector. It has been used during the first run of the LHC at partial energy and luminosity, to substantially reduce power consumption.  
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Superfluid helium as a technical coolant 
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The LHC magnets operate in pressurized helium II at 1.9 K and 1.3 bar.
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Thermophysical properties of superfluid helium 
and engineering applications 

• Temperature < 2.17 K                          
⇒ superconductor performance  

• Low effective viscosity ⇒ permeation 
– 100 times lower than water at normal 

boiling point 

• Very high specific heat ⇒ stabilization 
– 105 times that of the conductor by unit 

mass 
– 2x103 times that of conductor by unit 

volume 

• Very high thermal conductivity           
⇒ heat transport 
– 103 times that of OFHC copper 
– Peaking at 1.9 K 
– Still, insufficient for transporting heat over 

large distances across small temperature 
gradients  
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While the main reason for cooling with superfluid helium is the lower operation temperature of the superconductor, the very special transport properties of helium II can also be exploited. The low viscosity enables it to permeate at the heart of the magnet windings, and the very high specific heat as compared to that of conductor and structural materials makes an essential contribution to stability against thermal disturbances. The very high thermal conductivity is a powerful way to extract heat from the magnet windings, provided sufficient conduction paths exist across the electrical insulation.
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Heat transfer across electrical insulation of 
LHC superconducting cable 

Conduction in polyimide 

Double wrap with partial overlap maintains 
porosity and percolation paths in electrical 
insulation of superconducting cable 

Conduction in He II 

1EOrF2-02 – Tuesday 17h15 
Experimental study of He II heat transfer in micro-channels  
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In order to benefit from the excellent transport properties of superfluid helium, the conductor insulation must preserve some porosity and percolation paths. This is achieved by a double wrap with partial overlap of polyimide tape. As long as one remains below the lambda point, thermal conduction in helium II short-circuits that across the polyimide insulation, thus greatly improving heat transfer. More efficient insulations are being designed along this principle for equipping novel interaction region magnets which will be subject to much higher heat fluxes. 
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Steady-state conduction in He II p 
from 1.9 to 1.8 K  
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Thermal conduction in pressurized helium II is large, but not infinite. It is adequate for transporting heat across distances of a few meters, as examplified by the 45 T hybrid magnet at NHFML in Tallahassee. It is however insufficient to cool accelerator magnet strings over hundreds of meters, unless one uses conduction ducts with impractically large cross-sections.
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Magnet string cooling with superfluid helium 
Getting the best of helium transport properties  

• Fixed temperature 

• Small flow, no pump 

• Monophase 

• Excellent thermal conductivity 

• Good dielectric strength 
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For cooling the LHC magnet strings, a scheme combining the advantages of pressurized and saturated helium II was therefore developed, validated on prototype strings and implemented. The magnets operate in static, quasi-isothermal baths of pressurized helium II, a monophase liquid with good dielectric strength. The pressurized helium II baths are continuously cooled by a heat exchanger tube threading its way through the magnet string, in which a small flow of saturated helium II absorbs heat at fixed saturation temperature. As long as the vapor velocity in the tube remains below a few m/s, this scheme works very efficiently with even a trickle of liquid flowing at the bottom of the tube; no circulation pump is needed. 
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3.3 km 

Magnet temperature profile in LHC sector 
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The performance of the cooling scheme is demonstrated on this slide, showing the measured temperature profile along a 3.3 km long sector of the LHC. The sector is cooled from a refrigerator located at the left end. All magnets have temperatures within 50 mK of each other.
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Cryogenic helium refrigeration capacity at CERN 
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Turning now to production of refrigeration, CERN is among the sites with the largest refrigeration capacity at liquid helium temperature, with a total installed exceeding 160 kW at 4.5 K. This was gradually achieved over the years by capitalizing on refrigeration equipment procured for subsequent projects, and adapted to evolving needs. With the LHC upgrades being planned, this capacity will further increase in the coming years.
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18 kW @ 4.5 K helium refrigerators 

33 kW @ 50 K to 75 K       
23 kW @ 4.6 K to 20 K       
41 g/s liquefaction 

High thermodynamic efficiency 

COP at 4.5 K: 220-230 W/W 
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The LHC is cooled by eight large cryoplants, each with an equivalent capacity of 18 kW at 4.5 K. These plants provide a mix of refrigeration and liquefaction duties at different temperatures. They are among the most efficient in the world, with COPs of 220 to 230 W/W. 

http://doc.cern.ch/archive/electronic/cern/others/PHO/photo-bul/bul-pho-2007-046_01.jpg


2.4 kW @ 1.8 K refrigeration units 
Cold hydrodynamic compressors with active magnetic 

bearings, rotational speed 100-800 Hz   

1.8 K Refrigeration Unit Cycles

C
C

 H
ea

t
In

te
rc

ep
ts

Air Liquide Cycle IHI-Linde Cycle

4 K, 15 mbar
124 g/s

20 K, 1.3 bar
124 g/s

0.35 bar

4.75 bar

4 K, 15 mbar
124 g/s

20 K, 1.3 bar
124 g/s

0.59 bar

9.4 bar

4.6 bar

CC

CC

CC

CC

CC

CC

CC

T

T

T

Adsorber

Adsorber

WC

WC

WC WC

HX

HX

HX

HX

IEEE/CSC & ESAS SUPERCONDUCTIVITY NEWS FORUM (global edition), July 2013

33 of 56

Presenter
Presentation Notes
The eight 4.5 K cryoplants are complemented at their cold end, by eight 1.8 K refrigeration units based on a «mixed» compression scheme: several stages of cold hydrodynamic compressors bring the cold helium vapor from the 25 mbar saturation pressure at 1.8 K, up to several hundred millibar; the final compression is performed by room-temperature volumetric compressors operating with sub-atmospheric suction pressure. This «mixed» scheme provides high efficiency, with COPs at 1.8 K of 930 to 940 W/W, and good compliance to varying flow rate and entry conditions.
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Such a large cryogenic system also requires numerous instrumentation and a large, distributed control system. The control functions are imbedded in PLCs interfaced to equipment via industrial field buses. The processors are connected via an ethernet link to operator interface systems located in several local control rooms, as well as in the CERN Control Centre, all using a standard supervision software.
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This is a view of the cryogenics area in the CERN Control Centre. An operator on shift 24/7 has access to process synoptics, trend curves and control functions. High-level parameters and synoptics are shown on fixed displays, for the benefit of other users and visitors.

http://doc.cern.ch/archive/electronic/cern/others/PHO/photo-bul/bul-pho-2007-046_01.jpg
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Such a high-level synoptics displays at a glance real-time information on the status of cryogenics around the machine, as well as operational information such as helium inventory and electrical power consumption.
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The LHC, which features a 37’500 t cold mass, is precooled by forced circulation of gaseous helium, itself cooled by vaporizing up to 5 tons per hour of liquid nitrogen per sector. The 10’000 tons of liquid nitrogen required for a complete cooldown are dispatched to the five cryogenic islands by semi-trailer trucks, from air separation plants located in the region around Geneva. Liquid nitrogen is only used for this precooling phase.
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The total helium inventory in the LHC is 135 tons. On-site storage in gaseous form at 20 bar can only accommodate 125 tons, so it is complemented by liquid storage in 120’000 liter low-loss insulated vessels, and by «virtual storage» contracts with gas vendors, who can recover helium in standard liquid containers refilled by CERN and dispatch them on the market. 
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Availability of LHC cryogenics 
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The overall availability of cryogenics for the LHC accelerator has been good over the past three years: to obtain this global performance with a system of eight independent cryoplants and refrigeration units requires an availability per cryoplant in excess of 99 %. Reduction of unavailability was achieved by improving reliability of utilities and controls, and hardening electronics against single-event upsets (SEU).
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As a result of the good availability, cryogenics is far from being the most frequent source of beam dumps during operation of the LHC. However, in view of the long time constants usually associated with a cryogenic problem, cryogenic faults have the largest impact in time lost for LHC operation.
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After 3 years of operation for physics, first at 7 TeV collision energy, and then at 8 TeV, the machine is presently stopped for the so-called Long Shutdown 1 (LS1) aiming primarily at the consolidation of magnet interconnections. In view of this, it was totally warmed up over 10 weeks in Spring 2013. 
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He «virtual storage» 2013-2014 
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• Spring 2013: 93.5 t He extracted from LHC, reliquefied and «virtually stored» in 
standard containers (22 truckloads) put back on the market 

• Spring 2014: LHC refill foreseen at ~2 truckloads/week 

S. Claudet 
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Emptying the machine of its helium inventory gave the opportunity to exercise the «virtual storage» contracts. 93.5 tons of helium were reliquefied in 22 standard 11’000 gallon containers and put back on the market.

http://doc.cern.ch/archive/electronic/cern/others/PHO/photo-bul/bul-pho-2007-046_01.jpg


A roadmap for exploiting 
the full potential of LHC 

to
da

y 

The next 10 years 

IEEE/CSC & ESAS SUPERCONDUCTIVITY NEWS FORUM (global edition), July 2013

43 of 56

Presenter
Presentation Notes
Turning now to the future, CERN has established a 10-year roadmap aiming at i) operating the LHC at or close to full collision energy (13-14 TeV) after Long Shutdown 1, and ii) increasing the luminosity by an order of magnitude above nominal, the so-called HL-LHC project. This program would result in operating the machine well into the 2030s to reap its full physics potential.
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First long shutdown 
Superconducting magnet & circuit consolidation 

• Interconnections 
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The main task in the Long Shutdown 1 is the consolidation of superconduting magnets and electrical circuits. More than 10’000 high-current splices are being inspected and equipped with current shunts. Following inspection, a number of them will have to be completely redone. 19 cryomagnets will be exchanged using available spares. Consolidation will also be performed on electrical feedboxes and cryostats.
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First long shutdown 
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Another important task of Long Shutdown 1 is the hardening of electronics against radiation from the machine in operation, either by installation of additional shielding or relocation in radiation-free areas.

http://doc.cern.ch/archive/electronic/cern/others/PHO/photo-bul/bul-pho-2007-046_01.jpg


The HL-LHC project 

to
da

y 

The next 10 years 

IEEE/CSC & ESAS SUPERCONDUCTIVITY NEWS FORUM (global edition), July 2013

46 of 56

Presenter
Presentation Notes
The HL-LHC project consists of many parallel actions affecting different technical systems. It is planned to be installed in stages in two subsequent shutdowns of the LHC, but in view of the long lead times for R&D and construction, the preparatory work has already started. 
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A number of technical changes will occur around the circumference of the LHC. Bending magnets will be replaced by shorter, higher-field ones to make space for additional collimators required for operation with intense beams. New, dedicated cryoplants will be installed to cool the superconducting RF cavities and the new insertion quadrupole triplets which focus the beams before they collide at the center of the ATLAS and CMS detectors. 
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HL-LHC Project 
Changes to the Interaction Regions 

1. New magnets in the IRs and 
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Important changes will also affect the beam lines in the interaction regions.
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The new high-gradient, large-aperture focussing quadrupoles will require Nb3Sn conductor. This technology is being developed successfully through collaborative work in Europe (the EUCARD European project) and the USA (the LARP programme).
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A potential feature of the HL-LHC project is to equip the high-luminosity insertions with «crab» cavities which rotate the bunches before they collide in order to ensure maximum overlap and thus avoid the loss of luminosity due to the crossing angle. R&D is under way, both on accelerator physics aspects and on technology of these unconventional superconducting cavities.
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SC links for HL-LHC 
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It is also envisaged to move the power converters away from the vicinity of the accelerator tunnel, up to ground level. This would require high-current d.c. superconducting links over lengths of several hundred meters. Developements are also under way in this domain, in particular based on MgB2 cables.
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A test station for these superconducting links has recently been commissionned at CERN and is used for testing prototype cables.
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LHC beyond 2030 
Key technology: very high-field magnets 
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Turning now to the long-term future of LHC beyond 2030, preliminary studies have started towards increasing further the collision energy by using very high field magnets, in the 16 to 20 T range. This could only be achieved with a combination of LT and HT superconductors.
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In view of the high cost of Nb3Sn as compared to Nb-Ti, and to the even higher cost of HT superconductors, these different materials would have to be combined, each in its optimal operating range, in the windings of very high-field accelerator magnets.
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Conceptual design for a 20 T twin dipole 
Nested coils using multiple superconductors 

Would yield 33 TeV collision energy in LHC tunnel, 100 TeV in new 80 km tunnel 
  
Magnet design very challenging: 300 mm inter-beam; anticoils to reduce stray flux; 
multiple powering in the same magnet for field quality 
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An example of conceptual design for a 20 T, twin-aperture dipole made with nested coils of different superconducting materials with current grading. Installing such magnets in the existing LHC tunnel could allow to reach 33 T collision energy. 
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Conclusions 

• The LHC, the largest application of high-field superconducting magnets and 
superfluid helium cryogenics, has been running smoothly up to 8 TeV 
collision energy 

• After three years of operation delivering an integrated luminosity of 30 fb-1, 
the discovery of a Higgs boson is the first major physics result, calling for 
further studies of the properties of this new particle 

• Exploitation of the full potential of the LHC is the first priority of the 
European Strategy for Particle Physics, recently updated and approved by 
the CERN Council 

• 2013-2014 will be occupied by a long shutdown primarily devoted to 
consolidation of the magnet interconnections, in order to ultimately reach 
14 TeV collision energy 

• The luminosity upgrade program HL-LHC, developing along several 
parallel lines including high-field magnets using Nb3Sn and SC RF «crab» 
cavities, will enable to deliver 3000 fb-1 by 2035 

• These technological developments open the way for possible energy 
upgrade with collision energy around 30 TeV using 16 to 20 T magnets in 
the same tunnel, or up to 100 TeV in a new ~80 km tunnel 
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Many thanks are due to my colleagues in the Cryogenics and Magnet groups at CERN, who performed most of the work presented here and provided me with material for this lecture.
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