
KIT – University of the State of Baden-Wuerttemberg and  
National Laboratory of the Helmholtz Association 

INSTITUTE OF TECHNICAL PHYS 

www.kit.edu 

 
 

Numerical models of HTS coated conductors are now ready 
for realistic applications 

 
F. Grilli1, V. M. R. Zermeño, L. Queval2 

 
1Karlsruhe Institute of Technology, Karlsruhe, Germany 
2University of Applied Sciences, Düsseldorf, Germany 

 
 

francesco.grilli@kit.edu 
 
 

 

IEEE/CSC & ESAS SUPERCONDUCTIVITY NEWS FORUM (global edition), April 2015. 
Invited Presentation given at CCA 2014, Jeju Island, Korea, Nov. 30 - Dec. 03, 2014. 

1

mailto:francesco.grilli@kit.edu
mailto:francesco.grilli@kit.edu
mailto:francesco.grilli@kit.edu
mailto:francesco.grilli@kit.edu
mailto:francesco.grilli@kit.edu
mailto:francesco.grilli@kit.edu
mailto:francesco.grilli@kit.edu
mailto:francesco.grilli@kit.edu


Motivation 

We want reliable and fast numerical models to simulate 
devices made of hundreds/thousands tapes (turns). 
 
Simulating all the tapes is not an option. 
 
We have developed two complementary approaches, both 
including the Jc(B,θ) dependence: 
 
1. Multi-scale 
2. Homogenization 
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Presenter
Presentation Notes
Simulations for AC losses using power-law characteristics for the superconductor need to be time dependent. 
At least one AC cycle needs to be simulated.
This is why simulating hundreds/thousands of tapes is not practical.



Example: simulation of a stack 200 x 10 

Cross-section of an 
HTS coated conductor 
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Presenter
Presentation Notes
The following slides show the geometry considered in this work.



Example: simulation of a stack 200 x 10 

We stack a few of them 
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Example: simulation of a stack 200 x 10 

200 
tapes 
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Example: simulation of a stack 200 x 10 

10 layers 

200 
tapes 
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Presenter
Presentation Notes
This geometry is for example representative of the transversal cross-section of 10 pancake coils, each composed of 200 turns.
The current flows perpendicular to this cross-section.
The model considered here is in cartesian coordinates, but cylindrical symmetry can be easily included.



Example: simulation of a stack 200 x 10 

10 layers 

200 
tapes 

5 layers 

100 
tapes 
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Presenter
Presentation Notes
By using symmetries, we can consider only one fourth of the whole geometry.
This means 500 conductors instead of 2000.



Multi-scale model: the main idea 
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Presenter
Presentation Notes
Main idea of multi-scale approach: to simulate one tape at the time, using the magnetic field generated by the surroundings (e.g. “the machine”) as boundary condition.
Main problem: have a good picture of this magnetic field.



What is our strategy? 

Step 1 H (H-formulation) 
• Calculate J distribution in array of infinite 

stacks 
 

Step 2 (A-formulation) 
• J distribution from step 1 
• Real geometric layout of device 
• Time dependent (time is a parameter) 
• Linear problem  

 
Step 3 (H-formulation) 
• Uses field from step 2 as a boundary 

condition 
• Rapid implementation (only one tape) 
• Every tape can be simulated in parallel 
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Presenter
Presentation Notes
We have to simulate 5 x 100 tapes.
First step: calculate J corresponding to a 5-array of infinite tapes. In practice we simulate 5 tapes side-by-side with appropriate boundary conditions.
Second step: use J distributions from step 1 to calculate the field distribution in the whole structure (500 tapes).
Third step: use field from step 2 to calculate the AC losses tape by tape (1 tape at the time).



The results of the multi-scale approach are very similar to 
those obtained by simulating all the tapes. 

5 layers 

100 
tapes 

10 

B[T] 

Simulation of all the 
tapes (reference) Multi-scale 
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Presenter
Presentation Notes
On the left is the reference result obtained by simulating all tapes together.
On the right the result of the multi-scale approach.



The results of the multi-scale approach are very similar to 
those obtained by simulating all the tapes. 

j = 1 … 5 

1 
…

 1
00

 

Simulation of all the 
tapes (reference) Multi-scale 

B[T] 
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Presenter
Presentation Notes
This slide is just to understand the indices 1..100 and 1…5 in the next slide.



Power loss in the different positions of the stack 

j=1 

j=2 

j=3 

j=4 

j=5 

Reference 

Multi-scale 
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Presenter
Presentation Notes
The difference in results is for high tape number (80-100). Those are the tapes situated at the top/bottom of the structure. For those tapes, the initial J distribution, calculated with a 5-array of infinite tapes is not good. On the contrary, that works very well in the middle of the structure (low tape number): there the tapes behave identically, like in an infinite stack.



Do we need to simulate all the tapes? 
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No, we don’t! 
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Using only 25 tapes still gives a good estimate 

j=1 

j=2 

j=3 

j=4 

j=5 

Reference 

Multi-scale 
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What about the computation time? 

Model Loss value  
(% of reference) 

Computing time 
(hours) 

Reference 100 % 50  
Multi-scale 
(all 500 tapes) 

96 % 34* 

Multi-scale 
(25 tapes) 

94 % 2.3* 

*Speed-up with parallelization: 
• With 25 cores (1 core per tape)  46 minutes 
• With 5 cores (e.g. desktop workstation)  1 hr 
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Presenter
Presentation Notes
Remember that the true parallelization can be done only for step three.



Multi-scale is not the only arrow in 
our quiver, though! 
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Modelling HTS stacks with homogenization 

Clem et al., SUST 20 (2007) 1130 
Yuan et al., SUST 23 (2010) 085011 
Prigozhin et al., SUST 24 (2011) 075012 
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Presenter
Presentation Notes
We use Zermeno’s approach because, differently from the other ones, it doesn’t make assumptions on the resulting J distribution.



Modelling HTS stacks with homogenization 

19 

The fact that each tape carries the 
same current (coil) is imposed by 
means of a current constraint, which 
is independent of y 

The mesh of the homogenized 
conductor is coarse 
 Drastic reduction of computation 
times 

IEEE/CSC & ESAS SUPERCONDUCTIVITY NEWS FORUM (global edition), April 2015. 
Invited Presentation given at CCA 2014, Jeju Island, Korea, Nov. 30 - Dec. 03, 2014. 

19

Presenter
Presentation Notes
In our case all tapes carry the same current so K(y,t)=K(t), i.e. it is independent of y.



The results of the homogenization too are very similar to 
those obtained by simulating all the tapes. 

j = 1 … 5 

1 
…

 1
00

 

Simulation of all the 
tapes (reference) Homogenization 

B[T] 
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Presenter
Presentation Notes
Again, on the left is the reference case. Note that in the homogenization result, the presence of the individual tapes is lost  the conductor is a homogenized bulk. This is different in the multi-scale approach, where the presence of the individual tapes is preserved.



How does multi-scale compare to homogenization? 

Reference 

Multi-scale 

Homogenization 

j=1 

j=2 

j=3 

j=4 

j=5 
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Presenter
Presentation Notes
The step-like shape of the “homogenization” curve is due to the mesh. See domains Ω1,…, Ωn in slide 19. Note that the “steps” (i.e. the mesh) is finer for high tape numbers, near the top/bottom of the structure. The field changes more importantly there than in the center of the structure (low tape number).



What about the computation time? 

Model Loss value  
(% of reference) 

Computing time 
(hours) 

Reference 100 % 50  
Multi-scale 
(all 500 tapes) 

96 % 34* 

Multi-scale 
(25 tapes) 

94 % 2.3* 

Homogenization 100.7 % 0.5 

*Speed-up with parallelization: 
• With 25 cores (1 core per tape)  46 minutes 
• With 5 cores (e.g. desktop workstation)  1 hr 
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Summary 

• Two complementary approaches to simulate devices 
composed of a large number of tapes (turns) 
 

• AC losses within 5% of those calculated simulating the 
entire device 
 

• 25-100 times faster 
 

• Multi-scale can take full advantage of parallelization 
 

• Homogenization faster, but not always usable 
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